Characterizing Image Sharing Behaviors in US Politically Engaged, Random, and
Demographic Audience Segments

Keng-Chi Chang,' Cody Buntain >

! Department of Political Science, University of California, San Diego, CA, USA
2 College of Information Studies, University of Maryland, College Park, MD, USA
kechang @ucsd.edu, cbuntain@umd.edu

Abstract

This work advances understandings of image-sharing behav-
ior on Twitter, across race, gender, age, and political engage-
ment. We infer account-level demographic measures via pro-
file pictures of US Twitter accounts and characterize 20 types
of images. Several of these types predict one’s demographics
using account-level logistic regression models. Around half
of the learned clusters (e.g., infographics, natural scenery,
sports) are predictive of the user’s age, race, or gender, while
several other clusters appear to be popular among politically
engaged accounts (e.g., images of groups and images of sin-
gle individuals, which often contain politicians). Our findings
suggest it is possible to characterize certain audiences via dif-
ferent types of visual imagery, which has implications for in-
formation quality, online engagement, and communications.

Introduction

As visual media—i.e., images and video—become increas-
ingly popular in the online information space, insights into
and methods for measuring how such media is used and the
audiences most engaged with such media are increasingly
important for understanding and improving both online and
offline behaviors and information spaces. Many studies sup-
port these online/offline implications for media in online
spaces, as we have good evidence that including visual me-
dia in textual posts increases engagement (Li and Xie 2020),
mobilizes individuals to protest (Casas and Williams 2019),
exposes individuals to anti-social QAnon content (Buntain
et al. 2022), and often provides a vector for hate speech
(Kiela et al. 2020). Recent advances in image generation and
large multi-modal models like GPT4,! only amplify these
needs, as they reduce cost and effort necessary to create vi-
sual media.

Visual media plays a substantial role in contemporary po-
litical discourse, and while individuals on Twitter rarely post
political content (Bestvater et al. 2022), posting political im-
agery has the potential to increase exposure to political con-
tent. At the same time, ideologically cross-cutting exposure
on social media can drive polarization (Bail et al. 2018), and
studies suggest that the political right enjoys additional am-
plification in online spaces (Huszar et al. 2022), especially
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with respect to visual content (Munger and Phillips 2022).
Barberd further explores how better capturing audience de-
mographics is needed to improve our understanding of these
online dynamics (2016). As a community, we must under-
stand these dynamics thoroughly to better mitigate such in-
equities and improve information spaces. It is in this context
that this paper is situated, where we contribute to this space
by characterizing how different types of images are used by
politically engaged Twitter audiences versus a general Twit-
ter audience and how different demographic segments en-
gage with images. To this end, we answer two main research
questions:

RQ1: Do politically engaged Twitter accounts share differ-
ent types of imagery on Twitter than the general US Twit-
ter audience?

RQ2: What types of image sharing behavior are predictive
of the account’s demographic backgrounds?

To answer these questions, this paper combines two large-
scale samples of US Twitter audiences from Alizadeh et
al. (2020) with an automated method for demographic in-
ference from profile pictures, called FairFace (Karkkainen
and Joo 2021). This analysis uses behavior from 10,000 US
Twitter accounts, covering more than 66 million tweets, and
10 million images. Uniquely, we apply FairFace to public
profile images from these accounts at scale, inferring age,
race, and presented gender—a departure from prior work,
that has leveraged surveys (Barbera 2016) or matching Twit-
ter accounts with “voter files” (Hughes et al. 2021; Barbera
2016). Then applying a clustering scheme to these 10 mil-
lion images to construct a set of image types, we assess the
predictive power of these image types as they relate to de-
mographics and political engagement.

Results show that demographics exhibit little variation be-
tween politically engaged and randomly selected US Twitter
audiences. For image types, we likewise see several types of
images appear common across ages, gender presentations,
and political engagement. That said, using logistic regres-
sion models to predict demographics, we see about half of
the image types (i.e., around ten of the image clusters) corre-
late significantly with race, gender, age, and political inter-
est; which clusters correlate with these attributes vary across
the attributes, however. These logistic regressions capture
only a limited amount of variation in these attributes though,
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Figure 1: Distributions of Predicted Account-Level Demographics—Race, Gender, and Age—Across Random and Politically
Engaged Audiences. Demographic attributes come from the FairFace library (Karkkainen and Joo 2021).

Collecting and Characterizing Images in Tweets
After assessing demographics, we then collect images in the

Sample Random Political

# users 5,000 5,000

# tweets & retweets 31,038,705 35,932,231
% tweets 40% 37%

% retweets 60% 63%

% has image 18% 14%

Table 1: Summary statistics of Twitter sample

ranging from McFadden pseudo R? = 0.04 for race and
R? € [0.10,0.12] for gender, age, and political engagement.

Data and Methodology

Our sample consists of two sets of Twitter users, gathered
from Alizadeh et al. (2020): one based on timelines from a
random set of 5,000 accounts geolocated to the United States
(“random”), and another based on timelines from a collec-
tion of 5,000 US accounts who are politically engaged (“po-
litical”). Politically engaged accounts are defined as those
accounts following at least 5 political Twitter accounts —that
is, they follow Twitter accounts of US congresspeople in
the Senate, House, Governors, and in the executive branch.
These samples are also restricted to users who posted at least
100 times in 2015-2017. Table 1 summarizes statistics for
these two audience samples.

Demographic Inference from Profile Pictures

From these audience samples, we assess differences in how
accounts of various demographic attributes present them-
selves via the images they share. To that end, beyond divid-
ing between politically engaged versus random accounts, we
also investigate account-level demographics using FairFace
(Karkkainen and Joo 2021) applied to an account’s profile
picture. FairFace uses a face attribute model that is balanced
on race, gender, and age to mitigate the potential bias to-
ward Caucasian faces. Figure 1 shows distributions of the
predicted demographics. Compared with the Twitter sam-
ples linked to voter files (Hughes et al. 2021), the marginal
distributions of race and gender are similar (e.g., 70% White,
11% Black; 52% Female), while predicted age from profile
pictures appears biased toward younger age.

timeline of these account samples, so that we can assess
differences in visual presentation. We focus on the original
tweets—i.e., we exclude retweets—on the user timelines con-
taining images. To featurize images, we use a pre-trained
ResNet50 deep learning model (He et al. 2016) to generate
2048-dimensional embedding for each image.

To characterize disparate types of visuals, as well as the
general content of these image types, we apply k-means
clustering on the image embeddings to group these images
into clusters. Using cluster-quality metrics of within-cluster
sum of squared distances and silhouette scores to determine
the number of clusters (see Figure 2), we set & = 20. See
Figure 5 for random images for some clusters.
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Figure 2: Cluster Quality Metrics. Cluster counts between
15-20 seem reasonable based on elbows in these curves.

Results

To address RQ1, on whether politically engaged accounts
share different types of images than general US Twitter au-
diences, we first present the distribution of clusters by dif-
ferent types of audiences—politically engaged versus ran-
dom accounts—as shown in Figure 3. Results show over-
lap between image-types shared by political and random
users: Most clusters are not discriminant in separating po-
litical and random accounts. That said, a few clusters ap-
pear over-represented among politically engaged accounts,
specifically clusters 3, 4, and 7, whereas clusters 0 and 16
are over-represented among general audiences.
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Figure 3: Cluster Distribution by Audience. Most clusters
have similar distributions across politically engaged and ran-
dom accounts, but a few clusters appear over-represented in
one of the other sets (e.g., clusters 0, 3, 4, 7, and 16).

To understand predictive power of image clusters for de-
mographics (RQ2), we run an account-level logistic regres-
sion of demographic variables (race, gender, age, political
engagement) using an account’s percent of images in each
cluster; that is, for user ¢ with demographics y;, we estimate:

# images shared by user ¢ ‘

20 . . .
Z 8, # images in cluster k shared by user ¢ te
k=1
In this equation, 3, show the correlation between shar-

ing cluster £ and demographic variables. To binarize demo-

graphic attributes returned by FairFace, we collapse race to
white or non-white, gender to female or non-female, age to
less than 30 years old or older, and politically engaged or
not. Figure 4 shows the results. Our findings are in general
interpretable, providing insight into how increases in sharing

a particular type of image change the probability .

Each logistic regression model has an associated McFad-
den Pseudo-R?, in the range [0.04 — 0.12], with race ap-
pearing the most difficult to predict given an account’s dis-
tribution of images over image clusters. In contrast, gender
appears to perform best with a pseudo-R? = 0.12, while
identifying age and political engagement have the same
R? = 0.1. Though these values are low, guidance on inter-
preting McFadden’s Pseudo- R? state it is never 1 (Hu, Shao,
and Palta 2006) and suggest values in the range [0.2 — 0.4]
“represent an excellent fit” (McFadden 2021). As such, we
interpret at least the gender, age, and politically engaged
models to have some predictive power.

Discussion and Conclusions

Our finding that the distributions of clusters over politi-
cally engaged versus general audiences is relatively stable,
as shown in Figure 3, is interesting in that it suggests, in gen-
eral, information sharing behaviors on Twitter are not mas-
sively driven by political interest. This result may be a reflec-
tion of our choice to exclude retweeted images, as retweets
are a significant indicator of political affiliation (Conover

Outcome: Race = White, Logistic Regression

Coef. 95% Cl
cluster_6 — 2.787 (1.851,3.724)
cluster_3 — 2.625 (1.637,3.612)
cluster_1 — 2.418 (1.658,3.178)
cluster_7 —— 2.093 (1.243,2.943)

cluster_19 — 2.043 (0.544, 3.542)
cluster_4 —— 1.559 (0.616, 2.501)
cluster_9 —— 1.228 (0.61, 1.845)

cluster_10 — 1.056 (0.364,1.748)

cluster_15 —— 0.976 (0.213, 1.74)
cluster_2 —— 0.869 (0.209, 1.53)
cluster_8 —— 0.716 (-0.026, 1.458)

cluster_12 e 0.59 (-0.194, 1.374)
cluster_0 —— 0.487 (-0.092, 1.067)
cluster_5 —— 0.424 (-0.113, 0.962)

cluster_18 —— 0.311 (-0.305, 0.926)

cluster_11 —— 0.212 (-0.241, 0.666)

cluster_14 —— -0.155 (-0.723, 0.414)

cluster_17 —— -0.443 (-1.023, 0.137)

cluster 13 | —————F—— -0.583 (-1.896, 0.729)

cluster 16 |—&— -1.576 (-2.057, -1.095)

McFadden Pseudo-R"~2 = 0.04
-2.11 0 5.0
(a) Race = White (Pseudo R? = 0.04)
Outcome: Gender = Female, Logistic Regression

Coef. 95% ClI

cluster_16 — 6.383 (5.556, 7.211)
cluster_1 — 2.745 (1.977,3.514)

cluster_15 —— 1.382 (0.603, 2.161)

cluster_18 - 1.008 (0.363, 1.652)
cluster_3 —— 0.79 (0.025, 1.555)

cluster_12 T 0.447 (-0.305, 1.199)
cluster_9 - 0.411 (-0.153, 0.976)
cluster_5 » 0.197 (-0.334,0.727)

cluster_11 ha 0.096 (-0.379, 0.57)
cluster_0 bl 0.079 (-0.498, 0.657)
cluster_6 Ra 0.038 (-0.666, 0.743)
cluster_2 g -0.416 (-1.051, 0.219)

cluster_10 — -0.58 (-1.244, 0.083)

cluster_17 - -0.967 (-1.583,-0.35)
cluster_14 B -1.227 (-1.844,-0.61)
cluster 8 —— -1.766 (-2.599, -0.933)
cluster_7 —— -2.1 (-2.883,-1.318)
cluster_4 —— -2.685 (-3.665, -1.705)
cluster_19 —— -4.808 (-6.822, -2.794)
cluster 13 —¢—— -5.902 (-7.826, -3.979)

McFadden Pseudo-R~2 = 0.12
-7.88 0 8.0

(b) Gender = Female (Pseudo R* = 0.12)

Outcome: Age < 30, Logistic Regression

Coef. 95% ClI

cluster_16 —— 4.453 (3.768, 5.139)
cluster_11 —— 1.112 (0.629, 1.595)
cluster 2 —— 0.786 (0.146, 1.426)
cluster_18 To— 0.381 (-0.23, 0.992)
cluster_1 T 0.349 (-0.245, 0.943)
cluster_5 1 0.26 (-0.27,0.79)
cluster_15 —— 0.211 (-0.499, 0.921)
cluster_0 — 0.067 (-0.502, 0.636)
cluster_10 —— 0.025 (-0.621, 0.671)
cluster_12 —— -0.002 (-0.753, 0.75)
cluster_13 — -0.112 (-1.429, 1.205)
cluster_14 —ot -0.359 (-0.935, 0.217)
cluster_17 —— -0.692 (-1.296, -0.089)
cluster_3 —— -1.643 (-2.492, -0.794)
cluster_8 —— -1.728 (-2.564, -0.893)
cluster_19 — -1.838 (-3.254, -0.421)
cluster_7 —— -1.896 (-2.687, -1.104)
cluster_9 —— -1.923 (-2.581, -1.265)
cluster_6 —— -2.141 (-2.964, -1.318)
cluster 4 [—&—— -4.243 (-5.321, -3.165)

McFadden Pseudo-R~2 = 0.1
-5.37 6.0

o

(c) Age < 30 (Pseudo R? = 0.1)

Outcome: User = Political, Logistic Regression

Coef. 95% ClI
cluster_4 —— 4.488 (3.398,5.577)
cluster_3 —— 3.209 (2.195, 4.224)
cluster_7 —— 3.203 (2.325,4.08)
cluster_6 —— 1.319 (0.561, 2.077)
cluster_9 —— 1.086 (0.496, 1.677)
cluster_1 —— 0.69 (0.085, 1.295)
cluster_8 e 0.639 (-0.092, 1.369)

cluster_17 e 0.515 (-0.078, 1.109)
cluster_10 To— 0.462 (-0.193, 1.116)
cluster_18 —1— 0.277 (-0.339, 0.894)
cluster_12 —— 0.202 (-0.558, 0.961)
cluster_15 —— 0.023 (-0.688, 0.733)
cluster_5 & -0.016 (-0.544, 0.513)
cluster_2 —— -0.046 (-0.674, 0.582)
cluster_0 —— -0.601 (-1.182,-0.02)
cluster_19 —— -0.736 (-2.016, 0.544)
cluster_14 —— -1.084 (-1.687, -0.481)
cluster_11 s -1.329 (-1.822, -0.836)
cluster_13 —— -2.319 (-3.774, -0.864)
cluster_16 [—4— -4.28 (-4.966, -3.593)
McFadden Pseudo-R"2 = 0.1

-5.02 0 7.0

(d) Politically Engaged (Pseudo R* = 0.1)

Figure 4: Regression Coefficients of Account-Level Cluster
Distributions on Demographics. Cluster distributions appear
to have some predictive power for gender, age, and political
engagement, whereas white-versus-non-white appears diffi-
cult to capture with this data.



et al. 2012), coupled with the rarity of posting political con-
tent organically (Bestvater et al. 2022). Additional research
is needed to assess whether these results on image-sharing
behaviors are consistent at the account level-that is, whether
politically engaged and general audiences post similar distri-
butions of political imagery as they do political text.

If we inspect the clusters in Figure 5 that are over-
represented in politically engaged audiences, these clusters
of images do appear particularly politically relevant. For ex-
ample, in cluster 3, we see many images of groups of peo-
ple; this finding is consistent with Joshi and Buntain (Joshi
and Buntain 2022), where politicians share images of con-
stituents. Likewise, cluster 4 appears comprised of images
containing one or two faces, mainly politicians (e.g., Donald
Trump, Justin Trudeau, etc.), with clear political relevance.
Cluster 7 is less clearly political relevant though, suggest-
ing more research is needed to assess how these images are
being used in a potentially political context.

Regarding other demographic attributes, sharing info-
graphics (cluster 9), faces of politicians (cluster 4), natural
scenery (cluster 6), or street views (cluster 7) is predictive of
users being older than 30; sharing images of natural scenery
(cluster 6) or social gatherings of White people (cluster 3) is
highly predictive of users being White; sharing sports (clus-
ters 13, 19) is highly predictive of users being male.

Decades of social science research suggest sociodemo-
graphic traits are major drivers for behaviors online and of-
fline. Our study illustrates a way to proxy such information
from profile pictures and infers how image-sharing behavior
varies with demographic segments. Using visual features ex-
tracted from deep learning, our initial finding suggests that
around half of the image clusters contain predictive infor-
mation about the account’s race, gender, age, and political
engagement. The proposed method is interpretable and scal-
able, allowing for more images, more fine-tuned feature ex-
tractors, and more fine-grained demographic variables.

Our study has clear implications for studies of digital liter-
acy and misinformation. If certain users tend to share certain
types of images, information actors can utilize this informa-
tion to design visuals if they would like to target some partic-
ular populations. It is also possible that this “content-based
targeting” is harder to achieve in text than images.

Limitations include the fact that profile pictures are not
always representing the users themselves. However, manual
inspections and the customs on Twitter as a platform (e.g.,
unlike Reddit, where most users do not use profile pictures)
convinced us that it is a reasonable measure. Second, we
have only studied a narrow aspect of online image-sharing
behavior—tweeting. Retweeting or reacting to visual-based
content is also of interest to the study of information space.
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Figure 5: Random images from predictive clusters (cluster ids on top left of each panel)



